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1. By a chance I mean an objective physical probability, like the probability of a cigarette smoker getting cancer or a radioactive atom decaying in the next ten years.
2. Chances provide one of three applications of numerical probability, the other two being subjective probabilities, or credences, and epistemic probabilities.
3. Credences measure how strongly we believe contingent propositions; while epistemic probabilities measure how strongly we should believe them given whatever evidence about them is available to us.
4. What I want to talk about today is chance, and the continuing controversies about what chances are, a question we need to answer before we can usefully ask whether any chances exist.
5. I think there are three tenable views of what chances are. The two I want to discuss first are the familiar ones: that chances are frequencies, and that they are propensities. The third, less well known, I shall discuss at the end of the talk.
6. I say ‘two views’, but in fact each of these views has more than one variant, since chances can be identified with different frequencies, and there are different theories of propensities. Let me take these in turn, starting with frequency views.
7. On the simplest frequency view of chance, chances are frequencies that are both actual and finite: the chance of smokers getting cancer is simply the frequency, i.e. the fraction, of a finite number of actual smokers who actually get cancer.
8. These fractions automatically satisfy the main laws of mathematical probability: for example that all probabilities lie between 0 and 1, and that the probability of any proposition A and its negation, ¬A, must add up to 1.
9. Actual finite frequencies are also obviously objective, and not epistemic, since they are not relative to evidence. The fraction of actual smokers who get cancer is as objective and physical as the fact that any one smoker gets cancer.
10. So far so good for the idea that chances are frequencies. But there are snags. First, what the chances of smokers getting cancer are depends on which smokers we are talking about: British smokers, French smokers, men or women smokers, and so on.
11. This view therefore makes chances relative to reference classes, such as the classes of French smokers, women smokers, and so on. And this is true for all frequency views, which is why the relevant frequencies are called relative frequencies.
12. The relativity of frequencies to reference classes creates problems for all frequency views. But at least, if the classes are actual and finite, there can be no doubt that the relevant frequencies exist. So why, if actual finite relative frequencies are what chances are, should their existence be controversial, as it is?
13. One reason is that not all actual finite frequencies are chances. Take the class of men born in June 1950 or July 1970 who are now swimming in the Pacific: no one thinks the fraction of these men who get cancer deserves to be called a ‘chance’ of getting cancer.
14. So even on an actual finite frequency view, we need a criterion for when a relative frequency is a chance – and it is controversial what that criterion should be.
15. Here, however, that doesn’t matter. What does matter here is that, whatever our criterion, any actual finite frequencies which satisfy it will certainly exist. So when subjectivist philosophers of probability deny that any chances exist, as they do, what they mean by ‘chances’ must be something other than actual finite frequencies.
16. So to give subjectivism a run for its money, let us call actual finite frequencies statistical probabilities, leaving it open whether chances are statistical probabilities, or whether they are something else, which may or may not exist even though statistical probabilities certainly do.
17. What then is wrong with the actual finite frequency – or statistical –theory of chance? Something must be wrong with it for subjectivism about chance to be worth discussing at all.
18. One common objection to the statistical theory is that it makes no sense of single-case chances, like my chance of getting cancer. The reason is that in a reference class with only one member, relative frequencies can only be 1 or 0: in my case, 1 if I get cancer and 0 if I don’t. Yet if there is such a thing as my chance of getting cancer, it must surely be able to have values other than 1 or 0.
19. However, this objection is not quite right. The statistical theory need not identify my chance of getting cancer with a frequency of cancer in a class that only contains me: it can identify it with the frequency of cancer in a larger class of people who resemble me in all relevant respects.
20. This admittedly leaves the problem of saying what respects are ‘relevant’; but that is just the problem of finding a criterion to tell us which relative frequencies are chances. And while that problem may be difficult to solve, I don’t think it is impossible.
21. I think the real objection to the statistical theory is that every finite reference class rules out possible values of chances. In one-member classes they can only be 1 or 0, in two-member classes 1, 1/2 or 0, in three-member classes 1, 2/3, 1/3 and 0, and so on.
22. So however large a finite reference class is, the statistical theory will rule out many apparently possible values of chance. Worse still, as we have just seen, which values it can let chances have will depend on how large the reference class is.
23. Yet the possible chances of getting cancer which smokers of various kinds – British, French, men, women, etc. – can have can surely not depend on how many British, French, etc. smokers there happen to be.
24. To meet this objection to the statistical theory, most frequency theorists now take chances to be relative to infinite reference classes. But that generates two new problems, neither of which is easy to solve.
25. First, in infinite classes, there are no frequencies other than 0 or 1. Thus suppose there are infinitely many smokers, past present and future. Then if only a finite number N, however large, get cancer, their relative frequency N/∞ will. if defined at all, be zero.
26. While if infinitely many of this infinite class of smokers get cancer, there will be no such thing as their relative frequency, since ∞/∞ is certainly not defined. How then can a frequency view of chance be applied in such cases?
27. The usual answer is by extending the mathematical concept of a limit, like the limit 0 of the infinite sequence of fractions : 1/2, 1/4, 1/8, 1/16, etc. Similarly, imagine an infinite sequence of increasingly large finite classes of smokers, and of the frequencies of the members of those classes who get cancer.
28. This sequence of frequencies may also have a limit. That is to say, there may be a number between 0 and 1 to which later and later frequencies in the sequence get closer and closer as the sequence gets longer.
29. Thus suppose the frequencies of those who get cancer among 1000, 10,000, 100,000, 1 million, etc. smokers are 0.21, 0.17, 0.20, 0.18, and so on; and that this sequence does in fact have a limit, say 0.19. Then that limit, on the limiting frequency view of chance, is the chance of smokers getting cancer.
30. It is not quite as simple as this, but the extra complications don’t matter here. What matters here is that most actual reference classes are not infinite. For even if our universe does contain infinitely many past, present and future smokers, all the reference classes that matter to us – of British, or French, or men, or women, smokers who are still alive and on this planet – are finite. How can the limiting frequency theory apply to the chances of these smokers getting cancer?
31. The only way it can do so is by applying not just to actual but to hypothetical smokers. Thus if by ‘smokers’ we mean living smokers, the chance of smokers getting cancer is not the frequency of cancer in the finite class of actual smokers but what the limiting frequency of cancer would be if there were infinitely many smokers.
32. This frequency theory is therefore called the hypothetical limiting frequency theory, and since I think it is the best, as well as the most widely held, frequency theory, from now on it is what I shall mean by ‘the frequency theory of chance’.
33. But even this theory faces hard questions. The main one is this: what fixes the value of the limiting frequencies it identifies with chances? When the members of a reference class are actual, that question has a simple answer: in the smoking and cancer example, the frequency – or limiting frequency – of smokers getting cancer is fixed by how many actual smokers get cancer.
34. But most of the members of a hypothetical class of smokers are not actual. They are merely possible, and as any number of merely possible smokers can get cancer, and any number of them can also not get cancer, the limiting frequency of cancer in a hypothetical class of smokers could have any value from 0 to 1. But what then gives that limiting frequency a definite value which can be identified with a smoker’s chance of getting cancer?
35. The answer to this question lies in the familiar distinction between what could happen in a hypothetical situation and what would happen in it. How for example would you have gone to London if you had gone there today? There are several ways you could go; but there may also be one way that you would go: by train, say.
36. The question then is this: given all the ways you could have gone to London today, what makes it the case that you would have gone by train? Similarly, given all the values that the limiting frequency of cancer could have in an infinite class of hypothetical smokers, what makes one of them –20% say – the value that this limiting frequency would have?
37. The best answer to these questions is given by the concept of a disposition, like fragility. Given all the things a glass could do if dropped onto a hard floor, what makes breaking what it would do is its fragility. Similarly, what makes going by train the way you would go to London is that you are disposed to go to London by train.
38. Thus: what fixes what would happen in a hypothetical situation is an actual disposition of an actual thing or person: the actual fragility of an actual glass, or your actual disposition to go to London by train.
39. Similarly with limiting frequencies. The limiting frequency of cancer which the class of smokers would have if it were infinite is fixed by how disposed actual smokers actually are to get cancer.
40. Dispositions of this kind, which fix the values of hypothetical limiting frequencies, are what are usually called propensities; which brings me to the second theory of what chances are.
41. A propensity theory of chance is one that identifies chances not with limiting frequencies, actual or hypothetical, but with dispositions to produce limiting frequencies.
42. The advantage of this theory is that there need only be one actual smoker for that smoker to have a 20% chance of getting cancer, only one actual coin toss for that toss to have a 50/50 chance of landing heads, and so on. If propensities exist at all, they are properties of actual individuals, just as other dispositions are.
43. However, whether the propensity theory really differs from the hypothetical limiting frequency theory depends on what dispositions are. On one view of dispositions, there is no difference. Suppose we think, for example, that for something to be fragile is just for it to break if dropped – or otherwise suddenly stressed – in the right way.
44. Now suppose we have two glasses, a and b, where a is fragile and b is not. They will of course differ when they are dropped, since a will then break and b will not break. But if there is no more to fragility than breaking if dropped, then when a and b are not being dropped they need not differ at all, and in particular they need not differ by a having a property of fragility which b lacks.
45. This anti-realist view of dispositions is now less widely held than it used to be. And more to the point, it is quite useless as a reading of the propensity view that, for example, a smoker’s chance p of getting cancer is a disposition to make p the limiting frequency of cancer in a hypothetical infinite class of smokers.
46. For if all this view says is that if there were such a class of smokers, it would have a limiting frequency p of cancer, then it says no more than the hypothetical limiting frequency theory. For a propensity theory of chance to differ from that, it cannot incorporate an anti-realist view of dispositions and hence of propensities.
47. So what do realists about dispositions say? What they usually say is that if a glass a is fragile and a glass b is not, then a and b must differ, even when they are not being dropped, in some real property which is the so-called categorical basis of this difference in their dispositions.
48. This categorical basis may be a property which a has and b lacks, or a property which b has and a lacks. It may be a single property, or a combination of single properties, either of the glass itself or of its parts, or even of its surroundings and how it is related to them. For our purposes it doesn’t matter which it is: in our example it will doubtless be some complex structure of a glass’s molecules that determines whether that glass is fragile.
49. And as for deterministic dispositions, so for propensities. For suppose that a and b are not glasses but people, and that they have different chances of getting cancer, perhaps because a smokes and b does not. On the best frequency theory of chance, all this means is that if there were infinite classes of smokers and of non-smokers, then the limiting frequencies of cancer in those two classes would differ.
50. But as there are no such classes, this difference in a’s and b’s chances of getting cancer need not entail any difference between them. In particular, when a and b are not smoking they could, on our frequency theory, be identical twins, atom for atom the same, despite having different chances of getting cancer.
51. Not so, on a realist view of dispositions, if these chances are propensities. For then any difference in a’s and b’s chances of getting cancer must have some categorical basis. This could be some difference in a’s and b’s properties, or in those of their parts, as it is with fragility.
52. In fact the bases of a’s and b’s chances of cancer will be different complexes of metabolic properties, which distinguish smokers like a from non-smokers like b. And if we call a’s basis F and b’s basis G, then it is by causing a to have the basis F rather than the basis G that smoking causes a’s chance of getting cancer to differ from b’s.
53. This then is how a propensity theory of chance differs from the hypothetical limiting frequency theory. How do they compare? I think the propensity theory is much the better of the two, for the following reasons.
54. First, as we have just seen, the propensity theory makes it easy to see how smoking can affect our chances of getting cancer, by affecting the metabolic properties that are the bases of those chances. The frequency view makes this causal link mysterious, since it denies that our chances of getting cancer have any basis that smoking could affect.
55. Secondly, even setting causation aside, I find anti-realism about propensities and other dispositions equally incredible. In particular, I can no more believe that two people with the very same metabolic properties, in all the same surroundings, could have different chances of getting cancer than that two glasses with the very same properties could differ in that one is fragile and the other is not. 
56. In both cases it seems to me obvious that chances and dispositions strongly supervene on real properties of things and people; by which I mean that things and people cannot differ in their chances or dispositions unless they differ in their properties, or in those of their parts, or in their relations to other things or people.
57. Thirdly, realists about propensities and other dispositions are better able than anti-realists to meet a common objection to the usual definition of dispositions in terms of conditionals. The objection, for example to defining ‘x is fragile’ as ‘x would break if dropped’, is that a glass can be fragile even if it would not break if dropped, because dropping it would make it cease to be fragile.
58. I know of no good anti-realist answer to this objection. Realists however can meet it by defining ‘x is fragile’ as ‘x is F for some F such that x would break if dropped while it is F’, where F is the categorical basis of x’s fragility. This definition, which only a realist can give, shows how a glass can be fragile even if it would not break if dropped, because dropping it would make it cease to be F.
59. The problem for propensities is slightly different because the conditionals which define a propensity refer not only to whatever thing or person has that propensity but to a class of hypothetical things or people. The problem here is how to specify the members of this class in a way that will give it the right limiting frequency.
60. We can see why this is a problem for an anti-realist view of propensities by recalling that, on this view, two people a and b, with different chances of getting cancer, need not differ in any of their actual properties or relations. But how then can we distinguish the hypothetical members of the two reference classes with the different limiting frequencies of cancer which we want to identify with a’s and b’s different chances of getting cancer?
61. Again, I know of no good anti-realist answer to that question, whereas propensity theorists have an easy answer to it. For on their realist view, a’s and b’s different propensities must have different categorical bases, F and G, which can then be used to generate two different infinite classes: a class of hypothetical people who are F, whose limiting frequency of cancer equals a’s chance of getting cancer; and a class of people who are G, whose different limiting frequency equals b’s chance of getting cancer.
62. These are my main reasons for preferring a realist propensity theory of chance to the hypothetical limiting frequency theory. 
63. Note however that the custom of calling the view of dispositions I have been defending realist can be misleading, because it suggests that, on this view, dispositions like fragility are real properties of things. In fact, the view implies that most if not all dispositions are not real properties, for the following reason.
64. Realism about dispositions asserts that all dispositions have categorical bases, which are real properties of things or people. But dispositions themselves can rarely be identified with their bases, because most of them have different bases in different kinds of things.
65. The molecular structure that makes glass fragile, for example, will differ from the molecular structure that make china fragile. So fragility itself cannot be identified with either of these structures, which are the only properties postulated by a realist view of fragility. This is why, on that view, while all the categorical bases of fragility are real properties, fragility itself is not.
66. Similarly with propensities. Specific chances, say 20%, of getting cancer may well have different metabolic bases in different people, and they will certainly have different bases in different species. So these chances can also not be identified with any of their bases, which is why, on a propensity theory of them, while their categorical bases are real properties of people and animals, the chances themselves are not.
67. Subjectivist philosophers of probability who deny the existence of any objective chances could therefore be right, even on a propensity theory of chance. However, although they could be right, I think they are wrong. By this I do not mean that all dispositions are real properties: fragility is not, and our chances of dying of cancer are not.
68. But I think some other dispositions are real properties, for the simple reason that I think all real properties of things are dispositions. So in particular, the categorical bases of dispositions like fragility, and of propensities like our chances of dying of cancer, are dispositions.
69. The difference is that, unlike dispositions such as fragility, dispositions that are real properties are identical to their categorical bases; which entails of course that they do not have different bases in different things or people.
70. Take, for example, inertial mass, as defined by Newton’s laws of motion. To have an inertial mass of M units is to be disposed to accelerate, when a net force of F units is applied, at a rate proportional to F/M. An inertial mass is a pure disposition.
71. The inertial mass M of any object must therefore have a categorical basis; but as this basis is the same in all things, of whatever kind, this basis can be, and I say is, M itself. In other words, the disposition that is an inertial mass is also a real property of things, as are many other dispositions, like temperatures, pressures, electric charges and the intensities of electromagnetic fields.
72. And similarly with some chances, notably those postulated by modern microphysics, of which the simplest and least contentious are the chances of radioactive decay.
73. Take the chance p that an atom of radium-226 will decay into an atom of radon-222 within a time interval t. The value of this chance p is fixed by a function of t which contains a parameter that can be expressed as a so-called half-life, i.e. the value of t – about 1620 years – for which p is 1/2; meaning that any atom of radium-226 has a 50/50 chance of decaying within that period of time.
74. An atom’s half-life therefore entails all its chances of decaying in different periods of time, just as its inertial mass entails all its dispositions to accelerate under different applied forces.
75. And just as all these dispositions to accelerate have the same categorical basis in all atoms, so all these chances of decaying into atoms of radon-222 have the same categorical basis in all atoms with those chances. 
76. That basis will be some real property of an atom’s nucleus, a property which can then be identified with the conjunction of all the atom’s chances of decaying, just as its inertial mass can be identified with the conjunction of all its dispositions to accelerate.
77. So if inertial mass, which is nothing but a conjunction of dispositions, is a real property of things, then the radioactivity of any atom, as measured by its half-life, which is nothing but a conjunction of propensities to decay, can also be a real property of things.
78. So if all real properties are dispositions, as I think they are, then I also think that some of them are the indeterministic dispositions that we call chances. In short, I am more of a realist about some single-case chances than even a propensity theory requires me to be.
79. This ambiguity in the term ‘realism’ as applied to dispositions can of course cut either way. Some philosophers may find a propensity theory of chance more acceptable when they realise that it need not commit them to accepting chances as ultimate and irreducible features of the world.
80. The claim that there are such features is an optional extra, which I am not trying to sell here as part of the propensity theory itself. All I am trying to sell here is the claim that the propensity theory, with or without this optional extra, is a better theory of chance than any frequency theory.
81. But that is not the end of the matter. For as I said at the start, there is a third theory of chance, less familiar than the other two, which we also need to look at.
82. This is what I shall call the modal theory of chance, since it takes chances to measure possibilities. On this theory, the chance of a coin toss landing heads is a measure of how possible that outcome of the toss is; and similarly for other chances.
83. Taking chances to measure possibilities makes this theory a descendant of the classical Laplacean theory of probability. But not a descendant that Laplace himself would recognise as legitimate, for two reasons.
84. First, the possibilities that Laplace’s probabilities measure are merely epistemic, which chances are not. Chances, if they exist at all, are real physical features of the world, and so therefore must any possibilities be that chances measure.
85. Thus if a radium atom’s 50/50 chance of decaying in about 1620 years measures how possible it is for that atom to decay in that time, this contingent and quantitative possibility will not be just epistemic. That is the first way in which the modal theory of chance parts company with Laplace.
86. The second way in which it parts company with Laplace is in its metric. Laplace measures possibilities by the number of so-called ultimate equipossible alternatives they contain. For example, if we suppose for simplicity that a tossed coin has only a finite number of possible trajectories, Laplace assumes that the probability of its landing heads is the fraction of all those trajectories on which it does land heads.
87. A modal theory of chance needs no such assumption. Take the factual possibility that a given coin toss will land heads. The modal theory can simply assume that the greater this possibility, the greater the limiting frequency of heads in an infinite class of hypothetical tosses each of which has the same possibility of landing heads.
88. Given this assumption, the modal theory of chance, like the propensity theory, can then use this limiting frequency to measure of that possibility.
89. But how then does the modal theory of chance differ from a propensity theory? If all it says is that a coin toss’s chance p of landing heads is a disposition to produce a limiting frequency p of heads on many tosses with that very disposition, what is added by identifying this disposition with the factual possibility that the coin toss will land heads?
90. The answer lies in the following fairly uncontentious links between the truth or falsity of any proposition A and the factual possibility, impossibility or necessity of A’s truth:
91. if A is factually necessary, it follows that A is true;
if A is true, it follows that A is factually possible; and
if A is factually impossible, it follows that ¬A is factually necessary, and therefore true.
92. It is also fairly uncontentious that:
if A is factually necessary, it follows that A’s chance of being true is 1;
if A is factually impossible, it follows that A’s chance of being true is 0.
93. What is not uncontentious is what I shall call the necessity principle that:
if A’s chance of being true is 1, it follows that A is factually necessary and hence that A is true; and 
if A’s chance of being true is 0, it follows that A is factually impossible and hence that A is false.
94. It is easy to see that this principle is false on any limiting frequency theory of chance. For suppose that 2 out of 100 similar coin tosses lands heads, 10 out of 1000 do so, 50 out of 10,000 do so, and so on. This sequence of frequencies of heads, namely 0.02, 0.01, 0.005, and so on, could easily have a limit of zero.
95. This means that on a limiting frequency theory of chance, coin tosses can have a zero chance of landing heads even though, in an endless sequence of such tosses, an infinite number of them do land heads.
96. So if chances are limiting frequencies, the necessity principle must be false. A proposition A can be true even if it has a zero chance of being true, and it can be false even if its chance of being true is 1.
97. And as for the limiting frequency theory of chance, so for the propensity theory, which says that a coin toss’s chance p of landing heads is a disposition that would make p the limiting frequency of heads in an endless sequence of such tosses.
98. So if p is 1, all that follows is that this hypothetical limiting frequency of heads would be 1, which – as we have seen – does not entail that all these tosses would land heads; any more than, if p is 0, it follows that that none of them would land heads. Again, the necessity principle fails.
99. This seems to me a most unattractive feature of these two theories of chance. Most of us, I hope, would like it to follow from the fact that something has a zero chance of happening that it will not happen.
100. This is the inference which the modal theory validates, by identifying zero chance with zero – i.e. with no – factual possibility. That is how this theory of chance differs from the propensity theory: it entails the necessity principle.
101. Given this difference between the two theories of chance, how do they compare? First, the modal theory is the stronger: for while it entails the corresponding propensity, the converse inference does not hold.
102. Second, given the links between factually necessary, actual and factually possible truths, it seems to me that we must accept the necessity principle if we are to take any chances to measure factual possibilities.
103. Third, I think the modal theory makes more sense than the propensity theory of our willingness to act on chances, e.g. by making my credence that a coin toss will land heads equal what I believe to be its chance of doing so, and therefore being willing to bet that it will do so at odds corresponding to that chance.
104. For why should I do this if this coin toss’s chance of landing heads is only a hypothetical long run frequency of heads, or a disposition to generate such a frequency, when all that matters to me is how possible it is that I will win a bet on this toss landing heads?
105. Frequentists and propensity theorists do of course have answers to that question, but none of them seems as natural to me as the idea that what single case chances measure are quantitative and contingent factual possibilities.
106. Why then should we not accept the modal theory of chance? The main objection to it lies in a wide range of counter examples to the necessity principle, all of which I believe can be explained away[footnoteRef:0] – but not very easily or naturally. [0:  Mellor, D. H. (2000) ‘Possibility, Chance and Necessity’, Australasian Journal of Philosophy 78, 16–27.] 

107. To take just one example, suppose the end of a spinning pointer has equal chances of stopping in any equal-angled sector of the circle it marks out. Then its chance of stopping at any point on this circle is zero: so since it must stop at some point, its zero chance of stopping there cannot entail that it does not do so.
108. Whether and how this and other apparent counter examples to the necessity principle can or should be explained away I shall leave as a topic for discussion, since my credence in the necessity principle, and therefore in the modal theory of chance, still falls significantly short of 1.
109. I do however have a pretty full belief that the modal and propensity theories are the two best theories of chance: a fact, if it is a fact, which presents us with a clear if unattractive choice: between denying that chances measure factual possibilities, and explaining away all the apparent counter-examples to the necessity principle.
110. And as I am not quite sure which of these two we should do, I shall be very glad if someone here will tell me.
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